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AHHOTauus

B cTatbe npefCcTaBneH CPaBHUTENbHbIV aHANU3 MOLENeil MalHHOMO 06y4eHuNs
AN NpOrHo3MpoBaHNsa Kypca akunid. OxapakTepu3oBaH npoLecc anroputmiu-
4eCKOro TpeianHra. PaccMoTpeHo NCnosb30BaHNe NCKYCCTBEHHOTO UHTENEKTa
Ha (hOHZ0BOM PbIHKE, NPEUMYLLECTBA U HELOCTATKN ero NpuMeHeHus. BbibpaHbl
MOJENN MALLMHHOTO 0OY4EHWs: NNHEeNHas Perpeccus u Cay4anHblil nec, faHa
X XapakTepuctuka. OnpegeneHbl METPUKI 4151 OLEHKI Ka4ecTBa MPOrHO30B U
NPeACTaBNEHO X MaTeMaTu4eckoe onucaHue. BeinonHeHo 06y4eHre 1 TecTu-
poBaHNe MoLeneil, Nony4eHbl NPOrHO3NPYEMbIe 3HA4YEHNs, HangeHbl He0bX0-
OUMble MeTPUKK. Bce pacyeTbl, aHann3, MalwHHOe 06Y4eHNe BbINOMHEHbI B
cpefe nporpammmpoBanuns Python ¢ nogkntoyeHne 6uébnunotek Pandas, Numpy,
Matplotlib, Sklearn. B peaynbrate mofenb cny4aitHoro neca okasanach Hau-
60/1ee HaJleXXHOM C Y4eTOM BbICOKOM TOYHOCTM W MUHUMU3ALMW OLUINOOK, Ans
MOZENW NUHEHOI perpeccun cpesHeKBagpaTnyeckas owmnoKa 1 cpefHas ab-
COMOTHAsA OLWNBKa 60nbLLe NO4TH HA 90%.

Knto4eBble €10Ba: NIMHENHas Perpeccus, CryvaiHbli Nec, MalwuHHoe 06y4eHue,
NPOrHO3NUPOBAHNE KOTUPOBOK, aNrOPUTMUYECKNA TPEANHT.

1. BBEJIEHUE

[TporHo3upoBaHrEe BpeMEHHBIX PSIIOB — 3TO TPO-
IIECC OTIpEeNEeICHUs OYAYIINX 3HAYEHUI BPEMEHHOTO
psJa Ha OCHOBE MPOLLIBIX U TEKYIIUX JaHHbIX. OHO
3aKJTI0YAETCS B aHAIM3€ MCTOPUUECKUX TaHHBIX, BBISIB-
JIEHUY 3aKOHOMEPHOCTEN U UCITOIb30BAHUM MaTeMaTH -
YECKUX MOJENEN IS MpeacKa3aHus OyaylrX 3HaYEeHU A
BPEMEHHOTO PsIIa.

BpemeHHoI1 psig npencTaBiaseT coOoil mocienoBa-
TEJTBbHOCTD YITOPSIOYEHHBIX BO BPEMEHM YUCIIOBBIX TTO-
KaszareJsieil, XapaKTepU3yloIINX YPOBEHb COCTOSIHUS U
M3MEHEHUST M3ydyaeMoro siBieHus1. [IpornosupoBaHue
BPEMEHHBIX PSIZIOB UCIIOIb3YeTCS] B 5KOHOMUKE, OU3HECe
U Apyrux cdhepax Wi npeackasaHus OyaylIuxX TeHICH-
U ¥ IPUHSTUS 000CHOBAaHHBIX PEIIEHUA.

Llenb Hay4dHOI CTaThU — MPOBECTU CPABHUTEIBHBIN
aHaJIM3 MOJIEJIel MPOTHO3a LIS UCCIIEOBAHMSI CTOUMOCTH
Kypca aKlIMi 1 OTMpeNeTUuTh HAanboJIee MOIXOISIIIYI0 MO-
JIeJib TSl TIPOTHO3UPOBAHUST TUHAMUKYU PhIHKA aKI[UNA.

3amaun HaydYHOI CTaThU:

* TIPOBECTH 0030p PErpecCUOHHBIX MOJIEIel MPOTrHO3a

CTOMMOCTH aKIIUii, UCTIOJIb3YEeMbIX B MAIIMHHOM 00-

YYEHWUH;
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Abstract

The article presents a comparative analysis of machine learning models for
stock price forecasting. The process of algorithmic trading is characterized.
The use of artificial intelligence in the stock market, the advantages and dis-
advantages of its application are considered. The models of the machine learn-
ing model are selected: linear regression and random forest, and their charac-
teristics are given. Metrics for assessing the quality of forecasts are defined
and their mathematical description is presented. Training and testing of models
were performed, predicted values were obtained, and the necessary metrics
were found. All calculations, analysis, and machine learning are performed in
the Python programming environment using the Pandas, Numpy, Matplotlib,
and Sklearn libraries. As a result, the random forest model turned out to be
the most reliable, taking into account high accuracy and error minimization,
for the linear regression model, the standard error and the average absolute
error are almost 90% greater.

Keywords: linear regression, random forest, machine learning, quote forecasting,
algorithmic trading.

*  OXapaKTepu30BaTh PbIHOK aKIIMIi;
* BbIOpaTh JaTaCeT, MPOAaHATU3UPOBATH €r0, BHIOJI-

HUTb MpeJBapUTEIbHYI0 00pabOTKY;

* MOCTPOUTH MPOTHO3BI C IOMOILBIO MOJIEJICH;
* CpaBHUTH PE3YJIBTATHI;
*  OLICHUTb MNEPCIEKTUBBI PA3BUTHUSI PbIHKA aKIIWiA;

AKTYyaJIbHOCTb HayYHOI CTaTbu OOYCIOBJIEHA CJIOX-
HOCTBIO IMMPOTHO3MPOBAHUS U OLIEHKU TMHAMUKM PhIHKA
aKIIM.

PacripocTpaH€HHBIE MOAEIIN TSI TIPOTHO3UPOBAHUS
LICH Ha aKLIM{ BKJIIOYAIOT JUHEWHYIO PErPecCuIo U CIIy-
YalHBIN Jiec.

JIuneliHas perpeccusi onpenesieT 3aBUCUMOCTD
MEXIy 1ieJIeBOi mepeMeHHOM (LIeHOM aKLMK) U OJHUM
WJIA HECKOJIbKMMM (hakTopamMu (MHAeKCaMu, (hMHAHCO-
BbIMU MOKa3aTeasIMU U T. A.). OHa IIMPOKO UCMHOIb3Y-
eTcsl B (PMHAHCOBBIX MOJEISX.

Cy4JaifHBIN JIeC — 3TO METOM, OOBeAMHSIOMNIA He-
CKOJIBKO JEPEBbEB PEILeHU B ¢AMHYI0 Moaeib. Kaxkmoe
JIEpeBO 00yJaeTcs Ha TTOIMHOXECTBE JaHHBIX U BHIOOpE
CcJIy4aifiHOTO MOAMHOXecTBa (hakTopoB. KoHeUHblI Ipo-
THO3 OIpeesIsieTCs] yCpeAHEHNEM MMPOTHO30B BCEX Jie-
DEBBEB.
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B manHOM mMcciaegoBaHMM CPaBHUBAIOTCS MOAESIUN
JIMHEMHOM perpeccuu 1 ciaydaitHoro jeca. Kpurepusmu
JIJIS1 CpaBHEHMUSI SIBJISIIOTCS 3HAUEHU ST OIIIMOOK MPOTrHO3a.

2. METO1bl UCCJIEAOBAHUA

st IpoBeneHusT UCCeAOBAaHUS B 00JIaCTH OIIpee-
JieHusl HauboJiee MOAXOsIed MOIeau 1Sl POTHO3U-
pOBaHUSI CTOMMOCTM aKLUi MCIIOJb30BaHbI METOIbI
CHCTeMAaTU3aLN1 JaHHBIX (CMCTEMHBII METOIT), CPABHU-
TeJIbHOTO aHa/M3a Ha OCHOBE MOJYYEHHOI TOYHOCTU U
JIOCTOBEPHOCTH PE3yJIbTaTOB, MPUMEHEHUS MaTEMaTU-
YeCKUX MoJeJieit a1l mpeAacKa3zaHus OyayluuX 3HaYeHU
BPEMEHHOTIO psia, aHaJU3 UCTOPUISCKUX TaHHBIX IJIsI
BBISIBJICHUS 3aKOHOMEPHOCTE! 1 3aBUCUMOCTEH, a TAKKe
MCMOJIb30BaHME MAalIMHHOTO O0Y4YeHUsI.

3. PE3YJIbTATbI

AJropuTMu4ecKasi TOproBiIsl UId aJrOpUTMUAYECKUI
TPEHAMHT — TIPOLIECC COBEPIIIEHMST TOPTOBBIX OIepalnii
Ha (pMHAHCOBBIX PHIHKAX MO 3aJaHHOMY aJITOPUTMY C
HCTIOTb30BAaHUEM CITEIIUAIM3UPOBAHHBIX KOMITHIOTEP-
HBIX CUCTEM — TOPTOBBIX poOOTOB [4, c. 18].

B nocnenHue HeCKOJIBKO JIeT AMHAMUKY (POHIIOBOTO
pBhIHKA MOXHO Ha3BaTh HallEJIEHHYIO Ha 1I(POBU3ALINIO
mnpolecca COBEpIISHUS CIEJOK C LIECHHBIMU OymMaraMu,
P 3TOM UHBECTOPAM MIPUXOIUTCS «OTPadaThIBATh» BCE
OoJsiee MeJIKME PBIHOYHbBIE KOJIEOaHUSI, UCITOJb30BaTh B
CBoeit paboTte Bce Oosiee KOPOTKME BpEeMEHHbBIE MHTEP-
BaJsibl (B TOM 4HcJie BHYTPUIHEBHBIE), T.€. CIEAyeT Iie-
PEXOAUTh OT MACCMBHOIO MHBECTUPOBAHUS K AKTUBHOMY
TPEUANHTY.

CucTteMHas TOProBiIsl MPeAIIoIaraeT OCYIIeCTBICHNE
oIepaluii B COOTBETCTBUHU C HEKOTOPHIM HAOOPOM Ipa-
BUWJI JIJIST BXOJIa M BBIXOJa M3 mo3unuu. Eciu mpaBuia
TOPrOBOI CUCTEMBI YeTKO chOopMyTUpoBaHbl, TO B 90%
CJTyyaeB TaKylo CUCTEMY MOXHO aBTOMAaTU3UpOBaTh. Jlo-
CTOMHCTBA U HEAOCTATKM MPUMEHEHUS TOPTOBOIO PO-
0oTa mpenacTaBieHbl Hxe (Tadm. 1).

Tabnumya 1
HocTonHCTBa M HELOCTATKU NPUMEHEHUS TOProBoro po6oTa

LlocToMHCTBA Hepocrtatku

OKoHOMUS BpemMeHu 3aBucMMOCTb OT anroputMma

CHWXeHne 3MOLMOHaNbHOr0 BiM- | HEBO3MOXHOCTb MCMONb30BaHMA
AHUA dhyHOAMeHTanbHOro aHanunaa

[MomoLLb HoBMYKam Puck TexHuyecknx c6oes

Bbicokas ckopocTb W HenpepbiB- | Heo6xoanmMoCTb CUCTEMHOMO

HOCTb paﬁOTbI KOHTpONA

HcemouHuk: coCcTaBIEHO aBTOpaMM Ha OCHOBE UCTOYHHKOB
[4; 6].
ITo manHBIM MOCKOBCKO# OMpPKM, B HACTOSIIEE
BpeMsi, AITOPUTMUYECKUI TOPTOBbIH 000POT Ha (hoH-
JIOBOM pbIHKe TipeBbiiaet 50%. B To ke Bpemsi Ha cpou-

HOM pbIHKe MOCKOBCKOWM OMpP3KU TOJISI pOOOTU3UPOBaH-

HbBIX oTepalrii B 00beMe TOProB COCTABIISET MOPsIAKA

60% (13 HUX BBICOKOYACTOTHBIX — OKoJsio 45%). Ha

BAJIIOTHOM CEKIIMU HabIoaaeTcsd cxoxas curyauus: HFT

obecrnieunBany rmopsiaka 65% or oobema Topros. Takske

CTOUT OTMETUTh, UYTO MHOTHUE pOCCUiickue 0aHKU —

Coepbank, BTb, Anbpa-bank, Pocoank n ap. — mpe-

JIOCTABJISIIOT YCJIYTY TTOKYMKU LIEHHBIX OyMar U UMeroT

WHTETPaIMIo ¢ POOOTAMU-COBETHUKAMU.
AJITOpUTMUYECKAsl TOPTOBJISI cTajla HEOThEeMJIEMO

YacThI0 COBPEMEHHOTO (DMHAHCOBOTO PhIHKA, 0OecIie-

YKBasi BBICOKYIO CKOPOCTb U 3 (HEKTUBHOCTh MPOBEe-

Hus onepainuii. OHa TTO3BOJISIET MHCTUTYLIMOHATBHBIM

WHBECTOPAM M KPYIHBIM KJIMEHTaM OpPOKepOB COBEp-

1IaTh CAEJIKM OOMBILIOro 00bEéMa 0e3 prcKa MmoTepb. Al-

ropuTMudeckue crpareruu, takue Kak TWAP (Time

Weighted Average Price), VWAP (Volume Weighted Average

Price) u Iceberg, moMoraloT paBHOMEPHO UCIIOJHSITH

3as/BKM 1 MUHUMU3MPOBATh BIMSHUE Ha PHIHOK.

MaiimHHOe 00yuyeHre — 3TO Mpoliecc, KOTaa KOM-
MbIOTEPBI, AaHATTU3UPYS TAHHBIE, YIaTCs CAMOCTOSITETbHO
¢opMUpOBaTH MPOTHO3bI U BLIMOJHATD 331a4l, OOBIYHO
TpeOyollKe YeTOBEYECKOTO YUacCTHsI.

Ha ¢hoHI0oBBIX phIHKaX MallMHHOE OOy4YeHUEe MC-
MOJIb3YyeTCsl TSI aHATU3a BPeMEHHBIX PSIIOB, MPOTHO3M-
pOBaHUS 1IeH Ha aKI[MU, ONITUMU3AIUU yIIpaBIeHUS
noprdenemM 1 oOHapyXeHus aHoManui [6, c. 8].

OCHOBHBIE€ METOIbl MALLIMHHOI'O OOYyUeHUSI, TIpUMe-
HsIeMble Ha (DOHIOBBIX PBIHKAX, CICIYIOIINE:

1) mporHo3upoBaHKUE CTOMMOCTHU LICHHBIX OyMar: ajro-
PUTMBI aHAJTU3UPYIOT UCTOPUUECKUE TAHHBIEC TIEHHBIX
Oymar u CTpOSIT MOJIEJIM JIJIsl TIpeACcKa3aHusl OyayImnx
LICH;

2) moptdeabHOe YIIpaBieHNe: aJrTOPUTMBI TTOMOTAIOT
WHBECTOpaM BbIOMpaTh KOMOMHAIIMU aKTUBOB IS
MaKCUMU3AIUN OXXKUIAEMOU TOXOTHOCTH MPU 3a/1aH-
HOM YPOBHE PUCKa;

3) obHapyXeHHe aHOMaJUii: MalllMHHOE 00y4YeHue I10-
MOTaeT OOHapyXMBaTh aHOMAaIWKW B (PMHAHCOBBIX
JAHHBIX, TAKME KaK MOLIEHHUYECTBO C KPENUTHBIMU
KapTamMu WU HeTpeacKazyeMble U3BMEHEHUST PhIHKA.
IIpeumyniecTBa MallIMHHOTO 00y4YeHMs Ha (POHIOBBIX

PBIHKaX 3aKJII0YAIOTCS B 00pabOTKe OOIBbIINX 00BEMOB

JMAHHBIX, ABTOMATU3AIIMU TTPOIIECCOB U YITyUIIEHUH TOU-

HOCTH MPpOrHo3upoBaHust. OgHaKO (DUHAHCOBBIE PHIHKKU

MOTYT OBITh TTOJIBEPXKEHBI HETTPEICKA3yeMbIM COOBITHSIM,

KOTOpPbI€ MOTYT UCKA3UTh pe3yabTaThl Mofaeei. OCHOB-

HBIMU HEJOCTATKaMU MPUMEHEHMS] UCKYCCTBEHHOTO

WHTEJUIEKTa B JaHHOM cepe SBISIOTCS BO3MOXHOCTD

BO3HMKHOBEHUSI CUJbHOW BOJATUJBHOCTU 1I€H Ha

PBIHKE, €C/TU BCE Tpeiaepsl OyAyT UCTIONIb30BATh UCKITIO-

YUTEJbHO UCKYCCTBEHHBIN MHTEJIEKT, CIOKHOCTU B

MpeIoTBpallleHU B3JIOMOB IJ1aTGhOPM U UX BOCCTAHOB-
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JICHUM 1ocjie cO0eB, BHICOKAsi CTOUMOCTh pa3pabOTKu
KayeCTBEHHbBIX aJlTOPUTMOB, OOTOB U MIATHOPM, YTO
MOXET OIPaHUYMBATH UX AOCTYMHOCTH JJISI MHOTUX
Tpeiinepos [8].

Ha cerogHsHMii 1eHb BBIACISIOT CIeayIolIe OC-
HOBHBIE 3TArbl U MOAXOIbI MAITUHHOTO OOYYESHUSI IS
MPOTHO3MPOBAHUS CTOUMOCTH aKIIMiA:

1) coop u nodeomosxa dannvix. CoOOUPAIOTCS UCTOPUYIE-
CKHe TaHHBIE O IIeHax aKInii, 00bEMaxX TOProB, MaK-
PO2KOHOMUYECKUX MOKA3aTeNSIX U IPYTuX hakropax,
BJIUSIONIMX HA CTOUMOCTD aKkiuii. JlaHHbIe ouuIa-
I0TCS OT OLIMOOK U HOPMAaJIU3YIOTCS;

2) evlO0Op areopumma mauuHHo2o ooby4erus. Vicrmonb3y-
FOTCS pa3IMuHbIE METOJIbI, TAKME KaK JIMHEIHasT pe-
rpeccus, 1epeBbs pelleHuld, ClIydalHbIli Jiec, Tpa-
JTVEHTHBIN OYCTWHT, HEPOHHBIE CETH U apyrue. Boi-
0op ajaropuTMa 3aBUCHUT OT crieUMdUKHU 3a1a4u U
NPEANOYTEHUIN aHAIUTUKA;

3) obyuenue modeau. Ha ocHoBe coOOpaHHBIX JaHHBIX U
BBIOPAHHOTO aJITOPUTMa CO31aETCSl MOZIe/Ib, KOTOpast
Oy/eT IPOrHO3UPOBATh CTOMMOCTh akiuii. Momenb
00yyaeTcsi Ha UICTOPUYECKUX JAHHBIX, YTOObI YUeCThb
B3aMMOCBSI3b MEXIY Pa3IMYHBIMU (haKTOpaMu U
CTOMMOCTBIO aKIIWH;

4) mecmuposanue u onmumuzayus modeau. Ilocae 006-
YY4EHUsI MOJIEIU TIPOBOAUTCSI TECTUPOBAHME HA HO-
BBIX JaHHBIX, YTOObI MPOBEPUTH €€ KaYeCTBO U TOU-
HocTb. Eciiu HeobxonumMo, Moeib ONTUMU3UPYETCS
MyTEM HACTPOWKM TUTIEPIIapaMeTPOB, T0OABICHUS
WY yoaJieHUusl IepeMEHHBIX U APYTUX METOJOB;

5) npumenenue modeau 0as npoenozuposarus. Ilocue
YCIICIITHOM ITPOBEPKU ¥ ONTUMHU3AIIMY MOJIEIh TOTOBA
K MCITOJIb30BaHUIO JUTSI IIPOTHO3MPOBAHUSI CTOUMOCTHU
aKIWii. AHAIMTUK MOXET UCIIOJIb30BaTh 3Ty MOJEb
JUIS1 oTIpe/ieJIeHUs] MOTeHIMaJIbHbBIX TOUEK BXOjAa U
BBIXO/IA U3 PhIHKA, a TaKKe JJIs1 (POpMUPOBAHUS UH-
BECTULIMOHHBIX CTPaTEeruii;

6) monumopune u o6nosaenue modesu. Co BpeMEHEM
PBIHOYHASI CUTYallUsI MOXET MEHSTBHCS, TTO3TOMY
MOJIeJIb HEOOXOAMMO PETYJISIPHO OOHOBJISITh U aar-
TUPOBATh K HOBBIM YCJIOBUSIM. DTO TTO3BOJIUT CO-
XpaHSTh €€ aKTyaJlbHOCTb M MOBbBIIIATh TOUHOCTD
MPOTHO30B.

MarmmHHOe 00y4eHre UTPaeT BaxKHYIO POJIb B TIPO-
THO3UPOBAHUM CTOMMOCTH aKIIMi Ha (POHIOBBIX PbIH-
Kax, MO3BOJISISI aHAJTUTUKAM Y MHBECTOpaM MPUHUMAaTh
000CHOBaHHbIE PellIeHUs] HA OCHOBE OOBEKTUBHBIX TAH-
HBIX M CTaTUCTUYECKUX MOJIENCH.

Mopenb TMHEWHON perpeccuy B MallMHHOM 00-
YYEHMU — 3TO MaTeMaTuyeckasi Mojieib, KOTopasl OIu-
CBhIBAET CBSI3b MEXY HECKOJbKUMU MEPEMEHHBIMU.

JluHeliHas perpeccusi BbIpaxaeTcsi ypaBHEHUEM
BUIA
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fx)y=b+m*x,

rae m — HaKJIOH JIMHUM;, b — cMelleHue 1Mo ocu Y.

N3meHeHne KoahbUIMeHTOB m 1 b BIUSIET Ha pac-
MOJIOXKEHUE TIPSIMOi Ha rpaduKe, a ONTUMaIbHOEe 3Ha-
YeHUe OTPEeaesISIeTCs ¢ MOMOIIbI0 (DYHKIIMU TMOTEPD,
KOTOpasi MUHUMM3UPYET PACCTOSTHUE MEXKITy OObEeKTaMU
U IpsIMoii [2, ¢. 51-56].

B MammmHHOM 00y4YeHUM JUHEWHAsT perpeccus mc-
MOJIb3YeTCs IS pellieHus 3aaa4d KiacCu(UKaIuu 1 pe-
rpeccuu, a Takxe ISl CO3/1aHUsT UCKYCCTBEHHBIX HEll-
POHHBIX CETEI U TJTyOOKOro 0OydeHMsI.

Monenb TMHERHOI perpeccuy MOXeT ObITh UCITOJIb-
30BaHa ISl IPOTHO3MPOBAHUSI CTOMMOCTH aKIIMi ¢
YUETOM pa3IMYHBIX (DAKTOPOB, BIUSIOIIMX HA UX CTOM-
MocTb. OTHAaKO CieyeT OTMETUTh, YTO Pe3YJIBTaThl TTPO-
THO3MPOBAHMSI MOTYT ObITh HETOUHBIMU M3-3a CJIOKHO-
cTi PUHAHCOBBIX PHIHKOB U BJIUSIHUSI MHOXeCTBa (hak-
TOPOB Ha CTOMMOCTD aKITUI.

Mopenb cydaifHOro Jieca B MalllMHHOM OOy4eHUU —
9TO aHcaMmOJieBas MOJIe b, OCHOBaHHAsI Ha METO/Ie O3r-
ruHra — (MeTaaJropuT™, IpeaHa3HaYeHHBIN IS YIIyd-
LIEHUST CTAOMJIBHOCTU Y TOYHOCTU aJITOPUTMOB MalllH-
HOTO O0Oy4YeHMsI, YMEHBIIAIOIINN TUCTIEPCUIO U TTOMO-
raroluit u3dexatb nepeodydeHus ). Moaenab UCITONb3YeT
MHOXEeCTBO PEHIAIONINX IEPEBbEB MJIs1 KIaccuuKamu
WK perpeccuu JaHHbIX. [epeBo peleHnii — 3To cpel-
CTBO ITOAAEPXKKY IPUHSITUS pELIEHUIA, KCIIOIb3yeMOe B
MaIllMHHOM OOyYeHUHU, aHaIu3e TaHHBIX U CTATUCTHUKE.
OHO TIpeacTaBisieT CO00M CTPYKTYpPY, COCTOSIIIYIO U3
«IUCTBhEB» U «BeTOK». Ha pébpax nepena 3arucaHbl Mpu-
3HAKU, OT KOTOPBIX 3aBUCUT LiejieBas GYHKLIMS, a B «JI1-
CTax» 3allMcaHbl 3HaueHus 3To dyHkuuu. Kaxabiin
JIUCT TIpEeNICTaBIIsIeT COOOM 3HAUEHME 11eJIEBOI TTepeMEH -
HOM, UBMEHEHHOE B X0JIe IBUXKEHUST OT KOPHS 10 pED-
pam aepeBa g0 jucta [7].

IIpu mocTpoeHnU AepeBa pelieHU UCTIOIb3YIOTCS
pa3uyHbIe alropuTMbl, Takue Kak ID3, C4.5 u CART.
ID3 ocHoBaH Ha uHOPMaIIMOHHOU dHTpoTINK, C4.5
yJIydiliaeT IPeAbIIyIIuii METOI, MO3BOJISIS paboTaTh C
yuciaoBbiMu aTpudytamu, a CART cTpouT OUHapHbIE
NIepeBbsl pelIeHU. DTU aJrOpPUTMbI BEIOMPAIOT IIPU-
3HAKM JJIs1 pa3ie/ieHusI Ha OCHOBE IPpUPOCTa MHGOpMa-
IIMY WJIM HOPMaJIM30BaHHOTO TIPUPOCTa MH(MOPMAIIUH,
YTO TIO3BOJISIET CO3aTh ONTUMAJIEHOE Pelllaroliee I1epeBo
[3, c. 45-358].

Jns mocTUKeHUs LIeJIM U ollpeae/ieHusT HanboJiee
TOYHOI1 MOJIE/IY IIPOrHO3UPOBaHUsI OyIeM UCII0JIb30BaTh
jJaracert, comepxamuii 1826 ganubix ¢ 23.11.2015 o
20.11.2020. JIaTaceT pasaejieH Ha 7 ceMb MapaMeTpOB:
Jlata, MaKCUMajibHasi CTOMMOCTh, MUHUMAaJIbHAsI CTOU-
MOCTb, CTOMMOCTb IIPA OTKPHITUH, CTOUMOCTb IIpU 3a-
KPBITUM, 00BEM, CKOPPEKTUPOBaHHbBIEC 3HaUeHUs. [1po-
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THO3MPOBaHUE OYIET BHITIOJIHEHO JIJISI TapaMeTpa CKOp-
pPeKTUpOBaHHbBIE 3HAYEHUsI CTOMMOCTH akiuu. Hadop
MCXOIHBIX TaHHBIX Pa3AesieéH Ha 00yJaIOIIyIO U TECTOBbIE
BbIOOpKHU B cooTHomeHuu 80% k 20%. UccnenoBanue
OyIeT BBIITOJHSATCSIBBIITOIHATHCS C MCIOJIb30BaHUEM
sI3bIKA MporpaMMupoBaHus Python, moakitoueHbl 010~
mmorteku Pandas, Numpy, Matplotlib, Sklearn.

bubnuorexka Pandas ucnonb3yeTcs Ojs aHAIU3a U
00pabOTKM JaHHBIX, OCOOEHHO B KOHTEKCTE pabOTHI C
TaOJIMYHBIMU TaHHBIMU. [IprMeHsIeTCs 111 3arpy3KH,
OYMCTKHU, TIPpeoOpa3oBaHUs U XpaHEHUST HaHHBIX [1,
c. 36].

Numpy — oubauoreka mjsi paboTbl ¢ MHOTOMEpP-
HBIMM MaccuBaMu M MaTpuiiamu. Mcmonb3yercs mist
BBITTOJIHEHUST MAaTeMaTUYECKUX OIepalnii Ham 00JIb-
UMY HaOOpaMU JIAaHHBIX, TAKUX KaK JIMHeHas ajire-
Opa, ciiyyailHble yuciaa U ObICTpoe nmpeobdpa3oBaHue
®Dypnre.

Matplotlib — 6ubnoTeKa Ijis CO31aHNs BU3yaan3a-
Ui TaHHBIX, TAKUX KaK IrpadnKu, TuarpaMMbl U U30-
OopaxxeHus. [1o3BosisieT co3naBaTh CTaTUUECKUE U UHTE-
pakTUBHBIE TpadMKM, a TAKXKE HACTPAaUBaTh MX BHEIIIHUIA
BUJI U IMapaMeTPbl OTOOpaKeHMsI.

bubmoreka Scikit-learn mpuMeHsIeTCS TSI MAIIIMH-
HOTO OOY4YEeHMSI, KOTOpasl OHAa IPEIOCTABISIET MHCTPY-
MEHTHI JUTSI KJTacCUdUKaILUM, PErpeccuu, KiacTepusa-
IIMY ¥ YMEHBILIEHUs pa3MepPHOCTU JaHHBIX. B 1 BKII0-
yaeT B ce0s1 pa3IMUHbIC aJITOPUTMbI M METObI MALIIMH-
HOTro oOy4eHUsI, a TaKKe MHCTPYMEHTHI TSI OLIEHKU
MPOU3BOAUTEILHOCTA MOJIEIICH.

7151 olleHMBaHMS TOUHOCTH TTOJTYYMBIIIMXCST TIPOTHO-
30B OynyT HaitneHsl RMSE, MAE, MAPE, R

RMSF (cpenHekBagpaTUuecKas OLIMOKa) — 3TO Me-
TpYKa, KOTopast U3MepsIeT CPeTHEEe PACCTOSTHUE MEXITY
IIPOTHO3aMM MOJACIU U (PaKTUIECKUMU 3HAYCHUSIMU.
OHa UCTIoNIBb3YeTCs 11 OLIEHKU KayecTBa Mojiesielt pe-
Trpeccry 1 MMeeT IpenmyiectBo nepen MSE (cpemHeit
KBaJIpaTUYECKON OIIMOKOI) B TOM, YTO €€ 3HaUueHUe
JIerye MHTEPIIPETUPOBATh.

Twr
RMSE=,/;ZH(J/,- -5),

e =i

Coszpanne W obydeHne HeobxoauMeix MOAenen
"' 'NuHedHar perpeccua’’’
LinearRegression_model = LinearRegression()
LinearRegression_model.fit(X_train, Y_train)
"' 'CnyYaiHeid nec’ "’

RandomForestRegressor_model = RandomForestRegressor()

RandomForestRegressor_model.fit(X_train, Y_train)

# NporHozupoBaHne Ha TecToBOA Buibopke

IJe # — KOJIMYECTBO HAOMIOACHUI 110 KOTOPBIM CTPO-
UTCSI MOZIETTb U KOJIMYECTBO MPOTHO30B, y; — (hakTnye-
CKHUe 3HaueHUE 3aBUCHUMOM MEepPeMEeHHON 1Sl i-TO Ha-
OmoneHns, y, — 3HaYeHUE 3aBUCHMOI ITEPEeMEHHOM,
npeacKa3aHHOE MOJEbIO.

MAFE (cpenusisi abcomoTHas olmbka) — 3TO Me-
TpUKa, KOTOPasi BEIYUCISIETCS KaK CpelHee abCOMIOTHBIX
pa3HOCTel MexXIy HaOIogaeMbIMU U MpeacKa3aHHBIMU
3HaueHUsIMU. MAE ucrionb3yeTcst 11 OLIeHKW KauyecTBa
MoOJIeJIell pErpecCun 1 SBJISIETCS JTUHEWHOM OLIEHKOM,
YTO O3HAYaEeT, UTO BCE ONIMOKU B CPEHEM B3BEILIEHBI
OIMHAKOBO.

MAPE (cpenHsist aOCOTIOTHASI IIPOLIGHTHASI OLIMOKA) —
9TO METPUKa, KOTOpast u3MepsieT OTKIIOHEHWE TTPOTHO-
30B OT (haKTUYECKUX 3HAUeHUI B npoueHTax. OHa uc-
MOJIb3YeTCs 1Sl OLIEHKM KauyecTBa MOJIEJIe perpeccuu.

R? (K03 HUILIMEHT JeTepMUHALIMKM) — 3TO METPUKA,
KOTOpasl U3MepsieT JOJII0 Bapualliy 3aBUCUMOI Iiepe-
MEHHOM, OOBSICHIEMYIO He3aBUCUMBIMU TIEPEMEHHBIMU
B Monenu. OHa UCITONIb3YeTCs IJIsT OLICHKM afeKBaTHOCTU
MOJEIN U IJIsI CpaBHEHUSI MoAesiell ¢ ONMHAKOBBIMU
JIaHHBIMU |5, c. 239—-241].

Z;(ﬁ- _yi)z

IIpuctynum K co3gaHMIO U OOyYEeHHUIO Mojeaeit
(puc. 1).

Hanee BBIITOJIHUM IPOTHO3UpOBaHKe. JIJIsT HArIsIa-
HOCTH IMPOTHO3 OYJEeT CTPOUTHCS KaK Ha oOydJaroleit
BBIOOPKE, TaK U Ha TeCTOBOM (puc. 3, 4).

R =1-

dict_models_data[“LinearRegression”™]["Y_predict™] = LinearRegression_model.predict(predict_data)
dict_models_data[ "RandomForestRegressor”]["Y_predict"] = RandomForestRegressor_model.predict(predict_data)

Puc. 1. OTpbiBOK NporpaMMHOro Koga

UcTounumk: cocTaBneHo aBTopamu.
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JInHeliHas perpeccus

—— UcTopuyeckue faHHble
MpeackasaHue Ha obyyatouiei BbiGopke

3500
MNpeackasaHue Ha TeCTOBOM BbIGOPKe

3250

3000

2500

2250 r".’/“

2000 1"'1 M{r/\f“d
\

1750

-y
W ”“""/ |

1000 1250 1500 1750

Puc. 3. lNporHo3upoBaHmne ¢ NOMOLLLIO MOLENW NIUHENHON perpeccum

UcTounmk: cocTaBneHo aBTopamu.

CnyvaiiHblii nec

—— VcTopuyeckue faHHble
MNpenckasaHue Ha obyyaioleit Bbibopke

3500 -
lMpepackasaHue Ha TeCToBO BbGOpKe

3250

3000

2750

2500

2250

2000 bl

1750

1000 1250 1500 1750

Puc. 4. MNporHo3vpoBaHme ¢ NOMOLLbIO MOLENN CRyYanHoro neca

UcTo4HmK: COCTaBNEHO aBTopamu.

ITo pe3yabraTam IpOrHO3UPOBAHMS, N300PaKEHHBIX
M300pakeHHBIM Ha IpaduKax, MOXHO CAE/IaTh BHIBOJ,
YTO HAWIYYIIUI TIPOTrHO3 TTOTYIUJICS TIPU UCIIOIh30Ba-
HUM MOJIEIN CJIy4aiiHOTO Jieca.

OnpeneauM TOYHOCTD TTOJIYYeHHOro porHo3a. Jis
ATOTO BBIUMCIINM METPUKM IS OLIEHKM KayecTBa MO-
nenu (puc. 5).

Mogens fMHeHaA perpeccua;
OueHka R2 = 0.44099562278394744
OueHka MAE = 165.34274243165368
OueHka RMSE = 203.71521917776374
OueHka MAPE = ©.05387616338118937

Mofiens CnyuaiHui nec:
OueHka R2 = 0.9915760419384695
OueHka MAE = 14.752357602472165
OueHka RMSE = 25.007712580963553
OueHka MAPE = ©.004860541272782921

Puc. 5. BbiuvcrnieHne MeTprK TOYHOCTM MONYyYeHHbIX MOAENen

UcTounumk: cocTaBneHo aBTopamu.
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I/ICXOI[H M3 MMOJIYYEHHBIX OIICHOK, MOXXHO CICIaTh
BBIBOJI, UTO HauOoJee BBICOKUII pe3ynbTaT rmokKasaia
MOJEeJb CIIYYailHOTO Jieca.

4. ObCYXAEHUE U 3AKJTIOMEHUE

Monenb ciydyailHOTO jieca TpencKa3blBaeT CTOU-
MOCTb aKIIMi TOUHEE, YeM JIMHEeHas perpeccus, mo-
TOMY 4YTO OHa (hOPMUPYET MHOXECTBO HE3aBUCUMBIX
aJTOPUTMOB, KOTOPbIE OXBAaThIBAIOT Pa3JIUYHbIE BO3-
MOKHBIE UCXOJIBI TSI Ka>KJIOTO BXOAHOTO BEKTOpa. DTO
MO3BOJISIET NEPEBbSIM MPUHUMATh pa3HOOOpa3HbIE pe-
IIEeHUST U OTUCHIBATh Pa3Hble UCXOMbI JJ151 BXOIHBIX
BekTopoB. [Ipu ycpenHeHuu pesyabTaTtoB 3¢ deKT
nepeoOyyeHus eCTECTBEHHBIM 00pa3oM HUBEJIUDY-
eTCsl, 1 UTOIOBOE BBIXOJHOE 3HAUEHUE OKa3bIBACTCSI
JOCTATOYHO TOYHBIM U YCTOWYMBBIM K OTIEIbHBIM
BbIOpOCaM.
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